


Optimization problems

The optimization problem is to find the best solution from all possible 

solutions.  We want to minimize an objective function 𝑱 𝒖 (the energy, cost, 

entropy, performance, and so on)  within a set W.

If it is difficult to find the minimizer analytically, we use iteration method

                                            𝐮𝐧ା𝟏 ൌ 𝐮𝐧 െ 𝝀𝛁 𝑱 𝒖𝒏

The Euler-Lagrange equation of 𝑱 𝒖 is somewhat  𝛁 𝑱 𝒖 ൌ 𝟎, where 𝝏 is "Freschet" derivative. 



Note that െ𝛁 𝑱 𝒖 is the steepest descent direction of 𝐉 at 𝒖.

Minimization in Finite Dimension 



Minimization in Sobolev space 𝑯𝟏ሺ𝛀ሻ
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Length Minimization joining two points 



Proof.  Assume that 𝑢 is minimizer 
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Let 𝑢଴ ∈   𝐻଴
ଵሺΩሻ represent a noisy image defined in Ω . Consider the two minimization problems.

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝑬ሺ𝒖ሻ: ൌ න 𝛁 𝒖 𝟏  ൅ 𝑢 െ 𝑢଴
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𝑤𝑖𝑡ℎ𝑖𝑛  𝑡ℎ𝑒 𝑠𝑒𝑡  𝑋 ≔ 𝑊଴
ଵ,ଵ ሺΩሻ.

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝚽ሺ𝒖ሻ: ൌ න 𝛁 𝒖 𝟐  ൅  𝑢 െ 𝑢଴
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𝑤𝑖𝑡ℎ𝑖𝑛  𝑡ℎ𝑒 𝑠𝑒𝑡  𝑋: ൌ 𝐻଴
ଵሺΩሻ

Comparison of 𝟐 & 𝟏 minimization



• Hence,   𝜵𝟐 𝒖 െ 𝒖 ൅ 𝒖𝟎 is the steepest descent direction of Φ at 𝑢, 
the direction that Φሺ𝑢ሻ decreases most quickly. Explain the reason.

• The corresponding  iteration schemes is 
𝑢௡ାଵ ൌ 𝑢௡  െ 𝜆 𝛻 Φ ሺ𝑢௡ሻ
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𝝏 𝒕 ൌ 𝝀  𝜵𝟐 𝒖 െ 𝒖 ൅ 𝒖𝟎     𝑖𝑛 Ω, 𝑡 ൐ 0
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• Hence,  𝛁 ⋅ 𝟏
𝛁𝐮

𝛁𝒖  െ 𝟐ሺ𝒖 െ 𝒖𝟎ሻ is the 

steepest descent direction of E at 𝑢, the 
direction that Eሺ𝑢ሻ decreases most quickly. 
Explain the reason.

• The corresponding  iteration schemes is 
𝑢௡ାଵ ൌ 𝑢௡  െ 𝜆 𝛻 E ሺ𝑢௡ሻ
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Final Remark 

During 1990-2015, PDE-based algorithms had a

significant impact on many image processing tasks.

Currently, image processing is experiencing a paradigm

shift due to a marked and rapid advance in deep

learning techniques. Deep learning techniques are

being applied for various purposes in image analysis

area.


